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ABSTRACT

We present a sociophonetic, acoustic, and
articulatory analysis of coda rhoticity in East
Lancashire, North-West England. We analysed
data from 24 participants aged 8-73 recorded at a
public engagement event in Blackburn Market (598
tokens). Auditory analysis shows coda rhoticity
is declining across generations, with speakers
born after 1990 being mostly non-rhotic. Audible
rhoticity is realised by lowered F3 and raised
F2. GAMMs fitted across the vowel(+rhoticity)
interval show that audibly rhotic tokens have a
significantly smaller distance between F3 and F2
than audibly non-rhotic tokens in all vowel contexts.
Our ultrasound analysis compares minimal pairs
e.g. ‘core’ and ‘caw’. Principal Component
Analysis of tongue splines shows that speakers use
different tongue shapes in auditorily rhotic tokens.

Keywords: rhoticity, ultrasound, acoustics,
sociophonetics, language variation and change

1. INTRODUCTION

In this paper, we consider the distribution and
realisation of residual coda rhoticity in East
Lancashire, North-West England, for example in
words like ‘farm’ and ‘core’. Coda rhoticity is one
of the classic and most widely studied sociophonetic
variables across the English-speaking world [1], see
[2] for a recent overview. In England, rhoticity
appears to have been in decline since early modern
times [3]. Dialect survey work and analysis of
oral history data from the 20th century indicates
pockets of coda rhoticity remaining in Central/East
Lancashire, (as well as rural West Yorkshire, and
south-West England) [4, 5], though 21st century
surveys and sociophonetic analysis suggests that
East Lancashire rhoticity is now in decline [6, 7].
Acoustic approaches to English rhoticity have
largely focussed on lowered F3 as a cue to rhoticity
e.g. [5]. However, other work suggests that formants
below F3 also contribute to perceptions of rhoticity
[8, 9]. In East Lancashire in particular, previous
work indicates that audible rhoticity is realised
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with lowered F3 and also raised F2 [10, 11]. We
therefore chose F3—F2 as the acoustic measure best
representing rhoticity. We present the raw values of
F3—F2 as comparing the distance between formants
should normalise to some extent for differing vocal
tract lengths, and further normalisation may over-
normalise the data [11].

Previous articulatory work on rhotics in English
suggests that speakers broadly use a retroflex or
bunched tongue gesture to realise rhoticity [12,
13]. Tongue shape is usually investigated in the
midsagittal dimension. Due to the importance of the
midsagittal perspective, ultrasound tongue imaging
has been widely used to study rhotic articulation
cross-linguistically e.g. [14, 15]. In English in
the UK, ultrasound has especially been used to
study variable rhoticity in Scottish English e.g. [16,
17]. Ultrasound analysis in Scotland has shown
considerable sociolinguistic variation in rhoticity
realisation [16]. Our analysis represents the first
articulatory study of rhoticity in England.

In this paper we investigate the following research
questions:

1. How is rhoticity distributed according to

different demographic factors?

2. How is audible rhoticity realised in acoustics?

3. How is audible rhoticity realised in

articulation?

2. METHODS
2.1. Participants and setup

Our data collection was carried out as part of a
public engagement event in the Blackburn Market,
East Lancashire, inspired by [18]. We recorded a
total of 35 participants. In this paper, we present data
from 24 participants (14f, 10m) who were long-term
residents of East Lancashire, mostly Blackburn.
They were aged 8-73 (¥ = 39; ¢ = 17.5). Blackburn
has a large British Asian population and we recorded
one participant who identified as British Pakistani,
and two who were born in India but now work in
Blackburn. Our speakers represented a range of
occupations, as well as children and non-working
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people. Due to this variety, we have not analysed
social class further but note that this will be an
important dimension in future work.

2.2. Materials and recording

Participants were asked to read a list of words which
were presented in the Articulate Assistant Advanced
(AAA) software [19]. Words were displayed
orthographically and with pictures. Participants
were asked to read the words twice, but we only
collected one repetition from some speakers due
to time constraints. Our word list included nine
words potentially containing coda rhoticity, and
four distractors/minimal pair counterparts (Table 1).
Note that in Lancashire the NURSE and SQUARE
lexical sets are often merged [20].

Word Lexical set Word Lexical set
beard NEAR goat GOAT

caw THOUGHT paw THOUGHT
core NORTH/FORCE pour NORTH/FORCE
cake FACE stair SQUARE/NURSE
farm START stir NURSE

fair SQUARE/NURSE | worm NURSE

fur NURSE

Table 1: Word list included in the study.

We used the Telemed MicrUs system to record
our ultrasound data into AAA, with a 64-element
probe, 20mm radius. The probe frequency was
2MHz, depth was 80mm, and field of view was
90-100% resulting in a frame rate of 80-90Hz.
The probe was held in place using a plastic helmet
[21]. The acoustic data were recorded with a headset
microphone attached to the helmet. Acoustic data
were recorded onto a laptop in AAA with a Sound
Devices USBPre2 audio interface at 22,050Hz.

2.3. Analysis

Data were exported from AAA into Praat for
auditory and acoustic analysis. Each token was
first coded auditorily for the presence/absence of
coda rhoticity. The interval containing the vowel
plus any following rhoticity was then labelled, and
extracted for analysis. The first three formants were
estimated in Fasttrack [22]. The optimal analyses
from Fasttrack were then analysed further in R.
Acoustic data from one participant were excluded
due to very poor audio quality. Ultrasound data
were excluded for two participants due to poor
image quality. TextGrids were then imported into
AAA and the labels serve as landmarks for the
articulatory analysis. Tongue splines were generated
using DeepLabCut [23] in AAA at 11 key points on
the tongue, and then rotated to the occlusal plane for
each participant using bite plate traces [24] (except
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for one participant). Further analysis was done in R.
The analyses in this paper are structured around
our research questions. Code and data for these
analyses are available at https://osf.io/wb9m5/.
Analysis 1: Auditory coding results from words
containing orthographic ‘r’ are presented according
to speaker and vowel context. We then consider
variation in the data according to age, gender and
ethnicity. These results are analysed with a logistic
mixed effects regression model: rhoticity ~ year of
birth + gender + (1lword) + (1llspeaker). Ethnicity
and vowel context are explored qualitatively due to
small token counts. 598 tokens from 24 speakers.
Analysis 2: Acoustic data from words containing
orthographic ‘r’ were divided by their auditory
coding of ‘rhotic’ or ‘non-rhotic’. We then used
GAMMs [25] to compare the F3—F2 values across
11 timepoints in the vowel(+rhoticity) interval in
different vowel contexts. GAMMs were fitted
following [26]. Predictor variables included a
parametric term of auditory coding for rhoticity
and smooth terms of normalised time and a
normalised time-by-rhoticity interaction. We also
fitted random smooths of time-by-speaker and time-
by-word. For significance testing, we compared
a full autoregressive model to nested models
excluding all rhoticity predictors to investigate for
significant differences in trajectory height, and then
the full model to a model excluding rhoticity-by-
time to investigate for significant differences in
trajectory shape [27]. 394 tokens from 23 speakers.
Analysis 3: Ultrasound analysis focusses on two
rhoticity minimal pairs: core/caw and pour/paw
at 80% duration of the vowel(+rhoticity) interval.
We compare the tongue shapes used by speakers
visually, and then via Principal Component Analysis
for statistical comparison of auditorily rhotic
vs. non-rhotic tongue shapes [28, 15]. Values of PC1
accounted for 95% of the variation in the dataset.
We therefore tested z-scored PC1 values comparing
words containing ‘r’ (core, pour) against words not
containing ‘r’ (caw, paw) for auditorily rhotic and
non-rhotic speakers. This was carried out via linear
mixed effects model of the formula PClz ~ r-ful
word*auditory perception + (1lspeaker) + (1lword).
120 tokens from 16 speakers.

3. RESULTS

3.1. Distribution of
demographic factors

rhoticity according to

Auditory perceptions of rhoticity are shown in

Figure 1 for individual speakers and words.
Statistical testing considered age and gender of

participants. Due to the correlation between vowel
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Figure 1: Top panel: Auditory coding of rhoticity
for individual speakers. Speakers are ordered
by year of birth oldest to youngest left to right.
Speaker number shows year of birth and gender.
Bottom panel: Auditory coding of rhoticity for
individual words.

and word, we have modelled the vowel effect as a
random intercept of word only. Visual inspection of
Figure 1 indicates that rhoticity is most present in
words from the NORTH/FORCE and START lexical
sets, though there are not large differences between
vowels. In terms of ethnicity, our British Pakistani
speaker was completely non-rhotic. The two Indian
speakers were almost 100% rhotic and used taps
or trills, while the White British speakers used
pharyngealisation or approximant rhotics. Model
comparison shows a significant effect of age, where
older speakers are more likely to be rhotic (y?(1) =
8.19; p(x?) = .004). Gender was not significant.

3.2. Acoustics of audible rhoticity

Here, we compare the F3—F2 values of
auditorily rhotic and non-rhotic productions in
the vowel(+rhoticity) interval via GAMMs. Results
are shown in Figure 2, and the results of model
comparisons testing for significant differences in
trajectory height and shape are in Table 2. For
significance testing via model comparison, we
used an AR1 model with rho estimated as the
autocorrelation at lag 1. See code for information
(https://osf.io/wb9m5/). Results show significant
differences for height in every vowel context, and
significant differences for shape in NORTH/FORCE,
SQUARE, and START words. In each case, F3—F2 is
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lower in auditorily rhotic tokens.
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Figure 2: GAMMs comparing auditorily rhotic
(blue) and non-rhotic (orange) tokens. Top panel
NORTH/FORCE words; second panel NEAR words;
third panel START words; fourth panel SQUARE
words; fifth panel NURSE words.

Lexical set Trajectory height Trajectory shape
NORTH/FORCE | x2(3)=26.7;p <.001 | x*(2) =24.1;p < .001
NEAR 2%2(3) =14.8;p < .001 | x2(2)=0.32;p=.72
START 22(3) =16.5;p < .001 | x%(2) =16.5;p < .001
SQUARE 22(3) =40.3;p < .001 | x%(2) =8.50;p < .001
NURSE 22(3)=17.52;p=.002 | x?*(2)=033;p=.71

Table 2: Acoustic GAMM model comparison
showing differences between auditorily rhotic and
non-rhotic tokens.

3.3. Articulation of audible rhoticity

Here, we compare the tongue shapes used for
core/caw and pour/paw. We have plotted the splines
for the sixteen speakers analysed so far in Figure
3. The DeepLabCut output was smoothed using a
10 Hz first-order Butterworth low-pass filter. In the
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eight speakers who contrast for rhoticity, core/pour
are produced with a raised and fronted tongue
compared to the back vowel in caw/paw.

Auditorily rhotic speakers
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Auditorily non-rhotic speakers
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word == core/pour caw/paw

Figure 3: Tongues splines comparing rhoticity

minimal pairs in auditorily rhotic and non-rhotic
speakers. Code for this: https://osf.io/wb9m5/

The differences in tongue shape in Figure 3 were
compared with a PCA run on the spline values. We
report values of PC1 only, as this accounted for
95% of the variation in the dataset. (PC2 accounted
for 2% and higher PCs even lower values). The
variation in PC1 is plotted in Figure 4, along with
a comparison of PC1 values in auditorily rhotic
and non-rhotic speakers. PC1 appears to capture
variation in tongue fronting and height.

The values of PC1 were modelled to test for
an interaction between perceived rhoticity and
minimal pair. Model comparison indicates that this
interaction is significant (y2(2) = 23.6;p < .001),
meaning that for speakers who produce audible
rhoticity, tongue shapes are significantly different
for core/pour vs. caw/paw.

4. DISCUSSION AND CONCLUSIONS

Production of coda rhoticity appears to vary across
our sample. However, we found a general pattern
towards decline in rhoticity according to age,
supporting previous work in [7, 6, 11]. In our data,
young people born after 1990 are mostly non-rhotic.
We were not able to fully investigate variation across
vowel contexts due to the small number of words in
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Figure 4: Left panel: variation explained by PC1.
Black line shows tongue mean, red dashed line
shows maximum values, blue dotted line shows
minimum values.

Right panel: Values of PC1 according to perceived
rhoticity and whether the word contains ‘r’.

our dataset, but it is interesting to note that NURSE
words were not necessarily the most rhotic as has
been suggested in other work on rhoticity in England
[2]. The three British Asian speakers in our dataset
show some interesting patterns based on the extent
to which they have acquired a South Asian English
variety (rhotic), or grew up in Lancashire (one
young person, non-rhotic). This variation would be
interesting to investigate in the future in more depth.
Our acoustic results indicate that F3—F2 is a good
measure of audible rhoticity in East Lancashire,
especially for non-central vowels. It was less good
for the NURSE vowel, though still showed significant
differences in trajectory height. Our preliminary
analysis of the ultrasound data shows differences
in the tongue shapes used in minimal pairs where
speakers produce audible rhoticity.

To conclude: rhoticity is still relatively
widespread in East Lancashire, even though it
is now very rare in the north of England generally
[7]. This appears to be changing in apparent-time
though future larger-scale work is now needed. We
presented the first articulatory analysis of rhoticity
in England and demonstrate that different tongue
shapes are used for auditorily rhotic and non-rhotic
tokens. Future work will look in more detail at
the timing of rhotic gestures, as well as a larger
set of lexical items. We are also interested in
the possibility of differing voice qualities and/or
articulatory settings across generations in East
Lancashire (similar to the description of Glasgow in
[29]) and would like to investigate this further with
acoustic and articulatory methods.
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